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_MODEL ANSWERS
SECTION “A”

Q.1 | What is Statistics? Give its importance and limitations.

Marks

Statistics is science of counting. Statistics is science of estimates and
probabilities. Statistics is defined as the science of collection, presentation,
analysis and interpretation of numerical data.(Any other relevant definition)
| Importance : ' '

In the early part of the growth period, statistics use was restricted to the states
only. But today its scope has spread to the study of problems which may be
social, religious, economic, political, administrative, Industries, agricultural,
financial, medical, relating to business management planning research
education,. Psychology, forecasting and to so many other spheres.

Ans:

essential for any research work in any branch of study.

This widely use of statistics is on account of the fact that the statistical |
principles have a very wide scope of application and their knowledge is very |

01

03

Limitation of statistics :
1) It does not study qualitative phenomena

v 2) Statistical studies are true only on an average
3) It does not study individuals

4) It does not reveal the entire story

5) It is liable to be misused

Ans:;

“Correlation: Correlation is

State the characteristics of an ideal Measure and explain any one.

Q.2

1. It should be rigidly defined _
2. [t should be rigidly understood and easy to calculate

3. 1t should be based upon all the observations ’
4. 1t should suitable for further mathematical caiculations

Explanation of any one measure like Mean, Mode, Median,

5. It should not be affected by the fluctuations of sampling. .
Variance, Decile,

etc o | .
olation. State different types of correlation and explain any two.

Q.3 Define corr

AnS: - association between two variables. -
| Correlation is relation between two variqbles. -

Types of correlation. - ' . 2 -
1) Positive correlation 2) Negative correlation 3) Strong correlation
Moderate correlation 6) No correlation,

01

03

4) Weak correlation  5)

Explain in detail Range and Va.r'ia.nce-.

a)' “Range: Range is di
value in a dataset - , o

fference between maximum value and minimum

02

Pl

e — Min. value B
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Range is affecteﬂ&j

e only considers extreme values of dataset.

fferences of each observation from
It is best measure af

f variance.

. Rang
oytliers. .

b) Variance:Itis aggregation of di : cac
Root of standard deviation,

is square L It
‘Notation and Formulae. Application 0

mean value. It 15 5q
dispersion. Give the

Define Coefficient of regression and state its properties.

a statistical measure of the average -

r more variables. The constant ‘b’ in the
lled as the Regression Coefficient. It

e in the value of Y corresponding
«Slope Coefficient.”

Q.5

Ans: | pefinition: Regression coefficient is
functional relationship between two 0
regression equation (Y=a + bX) is ca
determines the slope of the line, i.e. the chang
to the unit change in X and therefore, it is also called as a

03

Properties :

1) The correlation coefficient is the geometric mean of two regression

I’bsv LN c REN
N

coefficients. Symbolically, it can be expressed as:

2) If one of the regression coefficients is greater than unity, the other must be

| less than unity.

[

3.) The sign of both the regression coefficients will be same, i.c. they will be
j - | either positive or negative. Thus, it is not possible that one regression
coefficient is negative while the other is positive.

/ 4) The coefTicient of correlation will have the same sign as that of the
regression coefficients. such as if the regression coefficients have a positive

| sign. then “r”” will be positive and vice-versa.
i
5) The average value of the two regression coefficients will be greater than the
value of the correlation.

6) The regression coefficients are independent of the change of origin, but

I not of the scale.

I—Q.é Write the steps involved in hypothesis testing.
T . 04

Ans: Stef)s given as follows: :
| . D Setting null hypothesis

2)  Setting alternative hypothesis
3) Fixing level of significance
4) " Deciding test criterion

5) Decision making

Define the term sample. Explain the concept of Random sampling and Standard error,
01

Q7.
‘Ans: | Sample: A samplé is the number of individuals each of which is a member.of the
A population to be studied. It is expected to be the representative of the whole

population.
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' €quation, .
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SSumptiong - ! . aJt X o
1) Th
) The relatlonshlp between Independent and Dependent variable >
is

m Define p robability and find the probability of getting two heads, if coin is t'oss'ed'gtiTs-
Ans: | Pro I | es.
3 robability O 1: l't(;t();:);lslt);tl.? ratio of favourable outcomes and total possible 01
- 1t 1s the term related to uncertainty,
Selution : Total number of outcomes = {HH,HT,TH,TT} = 4
Number of favourable outcomes ={HH} =1 .~ 03
Probability = 1/4 =0.25.. e '
{ Q.10 / Write short notes prr. (Any two), 1
Ans: | (1) Chi-square test: 02
| (1)  Any one definition
(2)  Application chi-square test
(3) Limitation of chi-square test
(2) - Student ’t’ test o 02
(1)  Any one definition and formulae :
(2)  Application
(3) - Limitation
is of Variance : o : e
(3)  Analysis /(\)nal)’SiS of Variance (ANOVA) is splitting Of'(.’v.era}l varlatlf)n .
o . : vay classification of ANOVA on thie basis |
due to Factors. There 1s two way el _ bles
ue ariable due to several independent varia

jability 1 ndent v
of Variability in depen
as One way and Two way ANOVA.
e

SNSDS.
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Q.11 | Define the following terms.

A

1) Type one Error (2) Independent Events - 04
3) Parameter (4) Mode J

Ans: | (1) Type one error : The error arises due to Null hypothcsns is rejected
when it is actually true. :
(2) lndependent Events ;- Events are said to be dependent or mdePe“de“‘
accordmgly as the occurrence of one does or does
. . not affect the occurrence of the others.
(3) Parameter : It is numerical quantity consider for study of population.
(4) Mode :  Mode is frequently repeated observation in a dataset.
Or any other relevant definition.

Q.12 | Fill in the blanks.

Ans: 1) - The father of statistics is R.A. Fisher . : 04
2)  If A’ is complement of event A then P (A") = ___E(_&L
3) Conclusion drawn from sample is called as Statistics.
4) The average relationship between dependent and independent |

variable is known as Regressnon

- . y |
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